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• Motivation

Current hashing methods for top-N recommendation fail to align their learning objectives (such as 
pointwise or pairwise loss) with the benchmark metrics for ranking quality (e.g. Average 
Precision, AP), resulting in sub-optimal accuracy.
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Pairwise Error Average Precision
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• Discrete Listwise Personalized Ranking (DLPR)

Learning Objective

Due to discrete constraints, optimizing this objective is a highly challenging task since it 
is generally NP-hard that involves 𝑂(2 !"# $) combinatorial search for the hash codes.
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• Discrete Listwise Personalized Ranking (DLPR)

Learning Objective

is non-differentiable, which cannot be solved by classical 
optimization algorithm, e.g., gradient-based optimization algorithm  
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• Discrete Listwise Personalized Ranking (DLPR)

A simple illustration to make the objective differentiable

[0, 1] 0 1
1 0 [0, 1] ! [1, 0]
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• Discrete Listwise Personalized Ranking (DLPR)

Solution

• The basic idea of the optimization strategy is transforming the original discrete optimization 
problem into a solvable concave optimization problem with the relaxed continuous solution space. 
Based on the Lemma that the optimal solution of a concave function is necessarily located at a 
boundary of the convex set, we can directly obtain the discrete solutions of original discrete 
optimization problem in the continuous space.

B-subproblem

D-subproblem can be solved in a similar way.
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• Experiments

p Datasets

p Baselines
DCF [SIGIR’16] 
DPR [AAAI’17] 
DRMF [KDD’18] 
DMF [TKDE’21]

p Metrics
MAP, NDCG, Recall, MRR



14

• Experiments
• DLPR, DPR, DRMF > DMF, DCF: 

listwise and pairwise > pointwise 

• DLPR > DPR, DRMF:  joint effect of 

smooth AP loss and optimization 

algorithm. 

• DLPR also obtains higher MRR and 

Recall than the two pairwise methods: 

optimizing more information metric, 

like AP, can boost the performance of 

the less informative metrics, such as 

Recall and MRR.
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• Experiments

• DLPR > DLPR_PL: It verifies that 

the proposed AP loss is beneficial 

in binary codes learning. 

• DLPR-PL > DLPR-PL-OL: It 

verifies the superiority of our 

proposed optimization strategy 

over the popular one-stage learning 

paradigm that is widely used in HR. 



16

• Conclusion

ü Motivated by the fact that current HR schemes fail to align the learning 

objective with AP metric, we proposed DLPR that is the first personalized 

ranking method to optimize AP under discrete constraints. Extensive 

experiments verify the superiority of DLPR over several competitive baselines.



17


